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Attention applications pre-2017

Attention used in RNN generators
back in 2013:

* |dea: align two different sequences with
different length
* Xxq1.7: Xt isthe pen position at time t
* yi.:y; is the I character in the text

Thought that the muster from

RNN parameterised mixture of Gaussian attention

Attention(x;, y1..) = a1 O (t, Demb(y)) %Mogj\m& bk Has Me\@/ \S_KOV’\
b1 = Sy o exp(~E( — 1)) |

ak, BE, Kkl = MLP(hy), hyr = RNN (xy.p) /%é\

Graves. Generating Sequences with Recurrent Neural Networks. arXiv:1308.0850

Deep Learning - Yingzhen Li



Attention applications pre-2017

DRAW model, extending Graves (2013):

A VAE generative model for images combining RNNs and
Gaussian attention

* Treat the intermediate “drawing state” as latent variable:

p(x|z) = p(x|zy.7)

* Decoder uses “read” and “write” operations guided by
attention

e Gaussian attention to select focused patch at time ¢

* The Gaussian attention filter parameters are obtained from
the RNN in the decoder
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Gregor et al. DRAW: A Recurrent Neural Network For Image Generation. ICML 2015
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Attention applications pre-2017

. . L L 14x14 Feature Map A
Attention applied in image captioning: e
* CNN low-level features are indexed by spatial location . sl
e Sort CNN features and then process with RNNs b?dy
* Apply similar RNN attention methods in e
Bahdanau et al. (2014) 1. Input 2. Convolutional 3, RNN with attention 4. Word by
Image Feature Extraction over the image word lon
generati

R LU SEANL - Falides
T > » -y
o & c .
b
»
- -
4 =
ey SR s -
: i |- o ale o\ SR
N & ey A
o, 3 N R - P -
: TN 2 i
X, f' o .
) R e il
& e e g ) - B |
v ks o~ A
v, P e - o
Gu - y
X 3 ]
o~ |
~ P e ]
N B e e r

A woman is throwing a frisbee in a park. A dog is standing on a hardwood floor.

Xu et al. Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. ICML 2015
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Transformer in NLP applications

* Pretraining Transformer models on massive data

* Deeper & bigger Transformer architecture with modifications

* Pretrained on very big corpus by e.g. randomly masking out and
predicting words in a sequence

* Fine-tune on specific tasks that the user cares

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. NAACL 2019

Brown et al. Language Models are Few-shot Learners. NeurlPS 2020
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Transformer in NLP applications

Parse unstructured data

Please make a table summarizing the fruits from
Goocrux

| Fruit | Color | Flavor |

| Neoskizzles | Purple | Sweet |

[ TSR, A s g SR T Loheckles | Grayish blue | Tart |

Fruit | Color | Flavor |

Neoskizzles | Purple | Sweet |

Pounits | Bright green | Savory |
response = openai.Completion.create(model="davinci",

prompt=prompt, stop="\n\n", temperature=o, | Loopnovas | Neon pink | Cotton candy |
max_tokens=300)

| Glowls | Pale orange | Sour |

print(response)

See cached response

beta.openai.com

Brown et al. Language Models are Few-shot Learners. NeurlPS 2020
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Multi-head Attention in Other Applications

1

MatMul |
= Can be applied to any Set Data with/out indexing! 4 4
* Text = set of words, Image = set of pixels (or set of patches), Graph = set of SoftMax
nodes and edges, point cloud = set of points, ... 4
e Cross-modality application: embed points from diff. modality to the same space Mask (opt.)
then apply attention 4
Scale
t
MatMul |
Q K V

Vaswani et al. Attention is all you need. NeurlPS 2017

Deep Learning - Yingzhen Li



Multi-head Attention in Other Applications

Vision Transformer (ViT) Transformer Encoder

MLP
Head

Transformer Encoder
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* Extra learnable
[class] embedding Lmear PI’OJCC[IOI’I of Flattened Patches 4 $ A
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Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. ICLR 2021
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Multi-head Attention in Other Applications

Image completion & super-resolution Regression & supervised learning Point cloud applications
Multihead ANP

—— predictive mean

/’\ x contexts

Parmar et al. Image Transformer. ICML 2018
Kim et al. Attentive Neural Processes. ICLR 2019
Guo et al. PCT: Point Cloud Transformer. arXiv:2012.09688
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Efficient Transformers

Self attention complexities:

Assume the query Q € RV*4q

 Time complexity: O(N?)

 Space complexity: O(N?)

* Both complexities also scales linearly with d,

Many existing approaches for improving efficiency!

Tay et al. Efficient Transformers: A Survey. arXiv:2009.06732

Transformer-XL
(Dai et al., 2019)

R

Compressive

Transformer
(Rae et al,, 2018)

urrence

Performer
(Choromanski et al.,, 2020)

Set Transformer
(Lee et al., 2019)

Low Rank /
Kernels

Memory

Compressed
(Liu et al, 2018)

Linformer
(Wang et al,, 2020b)

Routing

Transformer
(Roy et al, 2020)

Longformer
(Beltagy et al., 2020)

ETC

(Ainslie et al, 2020)

Big Bird

(Zaheer et al., 2020)

Synthesizer

(Tay et al, 20202)

Linear

Transformer
(Katharopoulos et al., 2020)

Fixed/Factorized/
Random Patterns

Sinkhorn

Transformer
(Tay et al,, 2020b)

Reformer
(Kitaev et al, 2020)

Blockwise Transformer
(Qiu et al., 2019)

Sparse Transformer

Image Transformer (Chikd et al, 2019)

(Pamnar et al., 2018)

Axial Transformer
(Ho et al, 2019)
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Efficient Transformers

Local 1D Attention Local 2D Attention

q

Query Block

Query Block

Local attention by defining “neighbourhood”:

* Treat the input as a sequence with position ordering and build an auto-regressive model
* At current position, both the query and the key (or memory) inputs are “local”

Parmar et al. Image Transformer. ICML 2018
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Efficient Transformers

(a) Transformer (b) Sparse Transformer

Sparse attention by defining attention weight matrix patterns:
* Full attention matrix before non-linearity: (QK");; = (q;, k;)

* Sparse attention matrix: fix rules such that only for certain pairs of (i, j) the attention entry is computed
» Different attention heads can have different sparsity patterns

Child et al. Generating Long Sequences with Sparse Transformers. arXiv:1904.10509
Deep Learning - Yingzhen Li
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Efficient Transformers
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/ Can be much faster to compute!

Low-rank approximations:
* If the activation a(+) in Attention(Q,K,V,a) is linear: (QKT)V = Q(KTV)

* In general the attention matrix has entries A;; = K(q;, k;) with K(-,-) a kernel function
 Random feature approximation can be done to (approximately) compute A fastly

Choromanski et al. Rethinking attention with Performers. ICLR 2021
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Efficient Transformers

“How does each of datapoints relate the summary points?”

392L\V195¢62/ 8

“How does each of the summagry inducing points relate to the data?”
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Learnable inducing points for set summary:
« MAB(X, X) as building block, requiring MultiHeadAttention(X, X)
* Idea: Using learnable inducing points I, as a “bridge”:

ISAB = MAB(X,MAB (1, X))

Lee et al. Set Transformer: A Framework for Attention-based Permutation-Invariant Neural Networks. ICML 2019
Figure adapted from: Tomczak and Welling. VAE with a VampPrior. AISTATS 2018.



Memorisation in Transformers

Prefix
Potential privacy issues: East Stroudsburg Stroudsburg... J
e Transformer-based Language models has billions of ¢
parameters
* Capable for memorising the input data GPT 2

* Currently they are pre-trained on open-web text
without any privacy protection
* Attacks can steal sensitive input data

[ Memorized text | Y
Corporation Seabank Centre
Marine Parade Southport

.com

~

Carlini et al. Extracting Training Data from Large Language Models. arXiv:2012.07805



